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Statistical Rule Extraction for
Gas Turbine Trip Prediction

Gas turbine trip is an operational event that arises when undesirable operating condi-
tions are approached or exceeded, and predicting its onset is a largely unexplored area.
The application of novel artificial intelligence methods to this problem is interesting both
from the computer science and the engineering point of view, and the results may be rele-
vant in both the academia and the industry. In this paper, we consider data gathered
from a fleet of Siemens industrial gas turbines in operation that includes several thermo-
dynamic variables observed during a long period of operation. To assess the possibility
of predicting trip events, we first apply a new, systematic statistical analysis to identify
the most important variables, then we use a novel machine learning technique known as
temporal decision tree, which differs from canonical decision tree because it allows a
native treatment of the temporal component, and has an elegant logical interpretation
that eases the posthoc validation of the results. Finally, we use the learned models to
extract statistical rules. As a result, we are able to select the five most informative varia-
bles, build a predictive model with an average accuracy of 73%, and extract several
rules. To our knowledge, this is the first attempt to use such an approach not only in the
gas turbine field but also in the whole industry domain. [DOI: 10.1115/1.4056287]
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Introduction

Gas turbines have reached a primary position in thermal power
generation field thanks to their fast deliveries of power and the
availability of natural gas. Given the ever-growing amount of data
produced and collected in industrial processes in general, and in
turbine operations in particular, it is natural to consider bottom-up
learning tasks (that is, machine learning tasks) as a primary tool to
extract knowledge from such processes, with the aim of designing
systems that may help to ensure a reliable predictive maintenance
program. A trip event in a gas turbine is an unscheduled opera-
tional event during which a turbine abnormally shuts down from a
certain operation state, thus leading to a direct impact on its life-
span and revenue [1]. The reasons that lead to a trip event can be
many, including, for example, too high vibrations, abnormal devi-
ations and/or gradients of exhaust gas temperatures, and problems
within the fuel spray nozzles. A trip can also occur when a turbine
is unable to reach the self-sustained speed so that the startup
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process has to be repeated. In any case, each trip occurrence
entails an increase in costs, due to the subsequent necessary repair
and maintenance, as well as due to the production inter-ruption.
Given the dynamic nature of such an event, a trip may also lead to
compressor surge, so that a proper control must be activated to
avoid unsafe consequences for the whole machinery [2—4]. Thus,
a reliable method that is able to predict, in some form, the occur-
rence of a trip would be extremely beneficial for both the gas tur-
bine manufacturer and its users.

Recording the values of several variables during a gas turbine
operation gives rise to a multivariate time series, and virtually all
engineering tasks of interest in gas turbines, from the machine
learning point of view, can be interpreted as classification or
regression tasks. Classification and regression of time series have
been widely approached in the literature. To mention a few rele-
vant contributions, in Ref. [5] the authors proposed a methodology
for classifying sets of data points in a multidimensional space
based on the common regions through which only time series of
one class pass; in Ref. [6] a new measure of distance between
time series based on the normalized periodogram which estimates
the spectral density of a signal has been presented; authors in
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Ref. [7] proposed a highly-comparative method for learning
feature-based classifiers for monovariate time series, using more
than 9000 features; in Ref. [8], the authors presented a sequence
auto-encoder based on a previous sequence-to-sequence model;
finally, Langkvist et al. [9] gave an up-to-date taxonomy for neu-
ral network-based methods for time series classification and
regression. In the recent literature, the potential benefits of apply-
ing functional learning techniques, such as the ones above, to gas
turbine diagnostics have been studied to some extent [10,11];
more specifically, in Refs. [12—15], the authors focus on applying
several functional models to gas turbine monitoring, from support
vector machines to artificial neural networks, to nonlinear autore-
gressive models. Finally, in Ref. [16] the authors used a hidden
Markov model applied to gas turbine sensors and actuators, and in
Ref. [17] a particular kind of neural network model, known as
extreme learning machine, was used to perform diagnostics of gas
turbines by employing features extracted from vibration signals.
A common element to virtually all attempts at applying learning
techniques to gas turbine diagnostics and predictive maintenance
tasks, up to and including trip events, is the functional nature of
the applied methods. Functional models, from simple linear
regression to neural networks, are generally considered a good
approach in statistical terms, but they lack interpretability. In
other words, while good models can be learned that are able to
make reliable predictions, such predictions cannot be immediately
explained in terms of rules, especially logical rules, that help to
understand the nature of the predicted event. This is particularly
important in many contexts, and even more so in trip prediction
for gas turbines, which is, as we shall see, a very challenging
problem. When data do not support the construction of reliable
models in absolute terms, functional models become less useful,
as they cannot be inspected, and the partial knowledge that may
have been extracted is hidden behind not always satisfactory sta-
tistical results. Symbolic learning methods are an alternative to
functional ones. They are well-known since the beginning of the
machine learning era, but are often less considered as a potential
solution for several reasons: (i) symbolic methods are generally
considered less performing than functional ones; (ii) are less wide-
spread in the engineering community; (iii) and do not have native
capabilities to deal with temporal data. In the recent literature,
however, decision trees and random forests, which are among the
most typical and better-known symbolic learning methods, have
been enhanced with dimensional (e.g., temporal) capabilities,
making them able to deal, in a native way, with temporal data
[18,19]. Combined with specific feature extraction methods such
as [20,21], one is now able to devise a systematic, statistical treat-
ment of pure temporal data such as those that emerge from record-
ing operating values of gas turbines, and highlight which
variables, if any, have a role in trip prediction, and how such a
role can be described. The nature of the method inspires a system-
atic statistical pre-analysis of the data; as a matter of fact, by
closely looking into how the different variables behave from the
point of view of the variance of their statistical features, we can
select the most informative ones in a novel way.

In this paper, we consider several measurable gas path variables
recorded in a fleet of Siemens gas turbines located worldwide, and
previously used by the same authors in other works [22-24].
Unlike previous attempts, we treat such data in the context of a
regression problem, and we approach the question of predicting
how close we can expect to be from the next trip event, given the
current behavior of a turbine. We develop several temporal deci-
sion tree models, and we use them to extract rules that, to some
extent, give us a warning situation. This is made possible by the
symbolic nature of the method, which had not been applied before
to predictive maintenance problems; symbolic learning allows the
creation of white-box models, that can be further investigated,
interpreted, and used for knowledge extraction. Our approach is
also associated with a systematic exploration of the statistical
properties of the variables, that allows us to identify the most
informative ones and the best tests that should be applied to
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extract such an information; to the best of our knowledge, this is
the first time that similar techniques are applied to the area of pre-
dictive maintenance in the industry. This paper is structured as
follows. First, we analyze the data from a temporal series point of
view in order to highlight their most important aspects, and we
perform a series of systematic statistical tests that allow us to pin-
point the most informative variables and statistical measures.
Then, we describe the learning methodology that we use in our
simulations, and, subsequently, we describe both the simulation
setting and the results. Finally, we discuss a general framework
for the application of the presented methodology and we test a
model on data taken from six different turbines located on a dif-
ferent continent. Finally, we draw some conclusions.

Statistical Analysis of Data

The case study considered in this paper consists of 52 record-
ings of trip events and the respective measured variables (22 in
total) taken during twenty-four hours of operation before trip
occurrence. Such data were taken from 4 different gas turbines
that belong to Siemens’ fleet, which in the following will be
referred to as turbine 1-4. Each recording consists of the values of
25 variables per minute, therefore entailing 1440 tuples of 25 val-
ues per recording. Each recording ends with a trip event; we use
this data to model the problem of establishing how far away a cer-
tain operational time point is from the trip event. The considered
variables, which are all raw measured values during gas turbine
operation, are described in Table 1.

We first model the problem as a regression problem, using the
distance (in minutes) from the trip event as target variable. To this
end, we exclude the last 10 min before the trip event. During this
10-minute time frame, the trip event is already occurring, and the
values of all variables change abruptly, therefore undermining any
learning step. While the time point of the likely onset of trip
symptoms can vary, as demonstrated in Ref. [25], the actual
development of the trip event takes place in a very short period of

Table 1 Description of the variables used in this work
Symbol Variable
AMB H Ambient air humidity
AMB' T Ambient air temperature
GAS P Gas fuel valve position
GAS F Gas fuel mass flow rate
IGV_P IGV compressors position
CD T Compressor outlet temperature
CD_P Compressor outlet pressure
SPEED Rotational speed
POWER Power output
EX TI Exhaust temperature thermocouple 1
EX T2 Exhaust temperature thermocouple 2
EX T3 Exhaust temperature thermocouple 3
EX T4 Exhaust temperature thermocouple 4
EX T5 Exhaust temperature thermocouple 5
EX To Exhaust temperature thermocouple 6
EX 17 Exhaust temperature thermocouple 7
EX T8 Exhaust temperature thermocouple 8
EX 19 Exhaust temperature thermocouple 9
EX TI0 Exhaust temperature thermocouple 10
EX T11 Exhaust temperature thermocouple 11
EX TI2 Exhaust temperature thermocouple 12
EX TI3 Exhaust temperature thermocouple 13
EX Ti4 Exhaust temperature thermocouple 14
EX TI5 Exhaust temperature thermocouple 15
EX TI6 Exhaust temperature thermocouple 16
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time. Thus, a 10-minute truncation does not introduce any bias
and contributes to data uniforming. From the remaining 1430
points of each recording, we extract 138 one-hour series by sliding
a moving window backward from the last usable value, with a
step of 10 min. We, therefore, obtain a dataset of 7176 one-hour
multivariate time series of 60 points each; in the following, they
will be referred to as instances. Then, we separate the numeric
classes into two bins: more than 4h (included) from the event
(class far from the event, denoted F), and less than 4 h from the
event (close to the event, C); such a separation has been per-
formed by computing the length of the interval that lies between
the last point of the considered one-hour series and the point
1430, and the limits have been decided after a preliminary study
of the informative content of the possible ones and taking into
account a minimal amount of operative time in case of upcoming
trip prediction. As a consequence, we derive a binary classifica-
tion problem of discerning whether the trip event is close (C) or
not (F). Table 2 shows the number of instances for the two classes
for each of the turbines. Canonical preliminary data analysis
approaches must be generalized to the temporal component to be
applied to this case. Such a generalization gives rise to an analysis
protocol that starts by identifying the most informative measures
that can be possibly applied to time series (see Ref. [20]). Con-
sider the measures shown in Table 3; the purpose of this step is to
identify: (i) the most informative variables, and (ii) the most
informative measures. We proceed in two phases.

e First, we consider the whole dataset, and we evaluate the
informative content of each variable and each statistical mea-
sure. To this end, we first compute every measure shown in
Table 3 on every variable of every instance. Then, for each
measure, we consider its variance in the dataset, and we
aggregate the variables using the mean among all variances;
to this end, variances are first normalized. The resulting set is
sorted by average variance, and we select the top-five varia-
bles, which we interpret as the most informative variables.
Second, limited to the chosen variables, we compute the var-
iance of each of the measures, and we aggregate the results
using their mean. Once again, this allows us to select the five
measures that show more variance on the selected variables
(and, as before, we interpret them as the most informative
measures). Clearly, selecting a subset of variables and meas-
ures is a necessary step in order to get a response in a reason-
able time.

e Second, we analyze the values of the chosen measures and
the chosen variables across the two datasets that emerge
from the two classes; we compute their statistical distribution
by running a normality test; then, we run a comparison test
in each group to establish whether there is a significative dif-
ference between the two classes.

Time series classification can be approached in several ways.
Methods for classifying time series can be roughly separated into
symbolic and functional. Symbolic methods aim to extract a logi-
cal characterization of the classes in terms of the behavior of the
series, while functional ones approach the classification problem
by extracting a mathematical function of the series. Time series
classification methods can also be separated into native or feature-
based. Native methods consider time series as they are, without
performing any modification of the signals. Feature-based meth-
ods, on the other hand, focuses on extracting statistically

Table 2 Number of instances for the four turbines

Turbine # inst. for C # inst. for F # inst. (tot)
1 288 1368 1656
2 384 1824 2208
3 264 1254 1518
4 312 1482 1794

interesting measures of the signals and using those for the classifi-
cation phase. Feature-based methods are far more common, and
they are both symbolic and functional; their major drawback is
the lack of interpretability of the results in the functional case and
the low predictive capabilities in the symbolic one. Native meth-
ods are more scarce, and most common ones among them, that is,
distance-based methods, do not offer, in general, a real grasp of
the underlying problem, despite their general good behavior in
terms of performances.

In Refs. [18,19], a new class of symbolic, native time series
classification methods was proposed. Despite their short history,
temporal decision trees showed a good compromise between
interpretability and performance. The key points that define tem-
poral decision trees are:

e They follow the general pattern and schema of conventional
decision trees. Decisions are taken on a dataset in order to
maximize the amount of information gain in a greedy fash-
ion, starting from the original training dataset and obtaining,
at each step, smaller, and more informative subsets. When
the dataset associated with a node is too small, or too pure in
terms of class, it is converted into a leaf, and labeled with the
majority class (generating, as in the classical case, a certain
amount of misclassifications). Classical techniques, up to and
including pre- and post-pruning, can be applied, at least in a
limited form, to propositional and temporal decision trees
alike.

e Unlike conventional decision trees, decisions are relativized
to intervals of the time series. So, while conventional deci-
sion trees treat time series by extracting features from them,
and then taking decisions on such features, temporal decision
trees take decisions directly on time series, in a native way.
Consider, for example, the mean; while a conventional deci-
sion tree may separate the dataset using the fact that the

Table 3 Twenty-five statistical measures for time series
(including 22 measures from Ref. [20])

Measure Symbol
Mean M
Max MAX
Min MIN
Mode of z-scored distribution (5-bin) Z5
Mode of z-scored distribution (10-bin) Z10
Longest period of cons. values above the mean C
Time int. between success. extr. ev. above the mean A
Time int. between success. extr. ev. below the mean B
First 1/e crossing of autocorrelation function FC
First minimum of autocorrelation function FM
Tot. power in lowest 1/5 of freq. in the Fourier p.s. P
Centroid of the Fourier power spectrum CE
Mean error from rolling 3-sample mean forec. ME
Time-reversibility statistic TR
Automutual information (m=2, 1 =15) Al
First minimum of the automutual information fun. FMAI
Proportion of successive differences ex. 0.04 PD
Longest period of successive incremental decreases LP
Entropy of two successive letters EN
Change in correlation length cC
Exponential fit to successive distances EF
Proportion of slower timescale fluct. with DFA FDFA
Proportion of slower timescale fluct with lin. fits FLF
Trace of covariance e
Periodicity measure PM
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Fig. 1 Allen’s interval relations and their notation in temporal
decision trees

mean of a specific variable on the whole time period exceeds
a given threshold value (e.g. if the mean value of a variable
is more than that value, then...), a temporal decision tree
may do so using the existence of an interval in which the
mean of a specific variable exceeds the same threshold value
(e.g. if the mean value of a variable is more than that value
between the instants x and y, then...).

e Like conventional decision trees, a temporal decision tree
has a clear logical interpretation but makes use of a more
complex logic than propositional logic, which allows one to
express properties over intervals and their relations. There
are thirteen relations between two intervals, known as Allen’s
relations (see Fig. 1, in which we show only the six direct
relations of the type (X); their inverses, denoted with (X),
can be obtained by switching the roles of each interval, and
the thirteenth, equals, is denoted (=)), and a temporal deci-
sion tree is able to learn interval patterns which we can for-
malize using suitable symbols to denote Allen’s relations
(see Fig. 1, first column).

In Refs. [18,19] it was shown that temporal decision trees per-
form better than their propositional counterparts, and, while
retaining a very high level of interpretability, are able to extract
classification models that are comparable with those extracted by
noninterpretable approaches.

Results

The results of the preliminary statistical analysis, shown in
Figs. 2 and 3, reveal that the ambient air humidity (AMB_H) and
temperature (AMB_T), and the rotational speed (SPEED), fol-
lowed by the exhaust temperature of thermocouples 5 and 4
(EX_T5,EX_T4) are the most informative of the 25 variables in
consideration. Furthermore, the 5 most informative measures for
these 5 variables are MIN, FM, MAX, M, and C. Recall that, as we
have explained in the previous section, this situation emerges by
comparing the level of variance of each variable and each measure
against each other. It appears that some of the 5 measures are
more discriminative when paired with specific variables, as
opposed to others, as it can be seen in Fig. 3. However, during the
learning phase, each of the selected 5 measures is paired with all 5
variables, giving rise to 25 different pairs, constituting 25 statisti-
cally relevant variable descriptors. Figure 4 shows a modellization
of the distribution for the two classes, obtained with Julia’s Stats-
Plots package [26]. From a qualitative point of view, two findings
arise: (i) none of the samples seem to follow a normal distribution,
and (ii) there is little statistical difference between the two classes,
which suggests the difficulty of the considered classification prob-
lem. To quantitatively evaluate these results, statistical hypothesis
testing is applied. Shapiro-Wilk tests support the non-normality
hypothesis for all samples; furthermore, for each measure, a two-
sided Mann-Whitney U-Test [27] is performed to test the hypothe-
sis that samples from the two classes are drawn from the same
distribution. The p-values for the latter test are reported in Table 4,
and reveal that a statistically significant difference occurs in more
than half of the pairs variable-measure (recall that, for the Mann
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Whitney U-Test, p-value lower than 0.05 is considered as a statis-
tically significant difference).

Based on the findings of the statistical analysis and selection
process of variables and measures, several simulations of temporal
decision tree training and testing are run. In order to both reduce
training time and achieve higher performance, each of the 60-
points series is reduced via a moving average filter, which parti-
tions the series into chunks of equal size s along the time axis, and
aggregates each chunk by computing the average, ultimately pro-
ducing a series of % points. After a preliminary study in which dif-
ferent decision tree parametrizations are tested, two pruning limits
were fixed, namely, a minimum number of 4 instances at the tree
leaves, and a minimum entropy gain of 0.015 when selecting the
best split condition at any internal node. The simulations are run
using a variant of the typical cross-validation setting. In order to
prevent data leakage and ensure a fair evaluation of performances,
for each simulation, data from a single turbine is used for either
training or testing, but not both. More specifically, for each para-
metrization the following protocol is adopted: 4 simulations are
run, and each time the data from a single turbine is used for test-
ing, while data from the other turbines, subsequent to a downsam-
pling step ensures that the classes are balanced, is used for
training. Table 5 displays some properties of the trained models,
the training time required, and the performance obtained on the
relative test data, for those simulations that achieved the most rel-
evant results. The performance itself is measured in terms of x
coefficient (which relativizes the overall accuracy to the probabil-
ity of a random correct answer), overall accuracy (OA), average
accuracy (AA), sensitivity, specificity, precision (or positive
predictive value, PPV), negative predictive value (NPV) and F1-
score. It should be recalled that class C is considered as the
positive class, while class F is considered as the negative class; as
such, sensitivity and specificity represent the ability of the model
to detect the presence or absence of trip events in the subsequent
4h, respectively. Additionally, the size of each tree can be
assessed via the number of nodes, leaves, and via the tree’s height.
Note that the test sets, always consisting of instances from a single
turbine, display a high imbalance, with only 17% of the instances
belonging to the positive class and 83% belonging to the negative
class.

The results after the first round of simulations show that the
overall accuracy, averaged over the four executions, is 73%.
These results should be interpreted, however, taking into account
the imbalance among classes; the average accuracy, which nor-
malizes it in this sense, is about 64%—65%. The k coefficient is a
measure of “how well” the model has learned from the data (a
value of 0 would mean that the model has the same predictive
capacity of a random choice): on average, we reach 23%, which
shows that we were able to extract, at least, some information
from the data. Our ability to distinguish the class C is lower than
the one to distinguish the class F, which means that the models
are more likely to extract good rules to exclude an upcoming trip
event than to warn against one. This first round of simulations
varying s also shows how turbine 4 behaves differently from the
others: when turbine 4 is used for testing, a drop in performance
occurs. More specifically, sensitivity experiences a dramatic drop
from an average of 58% to 32% and precision from an average of
35% to 24%. This is likely due to the trip event being caused by
different factors in the recordings from turbine 4. Native temporal
data mining systems such as the ones used in this paper search for
temporal patterns; even if trip events in turbine 4 are similar to
those in the other turbines, and could be detected with similar per-
formances, they may show different patterns, thus worsening the
accuracy of the entire system. When turbine 4 is ignored, the
training phase is able to produce models with higher sensitivity,
as well as models that are similar in performance, but more con-
cise (i.e., with a lower number of nodes and leaves; observe that
the smaller the tree, the more interpretable is). Table 5 shows the
results for two representative parametrization, with s=15 and
s =12, respectively. The first parametrization yields smaller trees
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Fig. 4 Distribution of the selected variables by measure

Table 4 p-values for the Mann Whitney U-Test (p-values lower than 0.05 show a statistically significant difference)

Min FM Max M C
AMB_H 1.07-102 0.13 224-10°° 412-107* 1.69-102
AMB_T 275-1073 0.89 0.58 0.21 2561072
SPEED 1.23-102 8.9.1072 1.87-1077 0.91 0.15
EXT_5 0.71 56-107% 8.05-10°3 0.11 7.47-107%
EXT_4 0.81 27-10°° 4.55.1072 6.53-1072 1.69-10°%

Table 5 Test results obtained by the trained classification models

Test turbine x (%) OA (%) AA (%) sens(%). spec(%). PPV (%) NPV (%) F1(%) #nodes #leaves height time (s)

s =4, 4 turbines 1 36 79 71 60 83 42 91 49 275 138 21 821
2 20 71 62 48 77 30 87 37 203 102 17 686
3 28 71 69 66 73 33 91 44 251 126 18 801
4 9 71 55 32 79 24 85 27 213 107 16 823
avg. 23.38  73.09 64.5 51.31 77.68 32.43 88.44 39.54 2355 11825 18 782.61
s =15, 3 turbines 1 11 51 61 76 45 23 90 35 69 35 13 202
2 6 38 57 87 28 20 91 33 15 8 5 86
3 21 68 65 60 70 29 89 39 185 93 21 186
avg. 1278 5218 6094 7437 4751 2405 9009 357 89.66 4533 13 157.80
s =12, 3 turbines 1 21 70 64 54 73 30 88 38 209 105 19 249
2 28 75 67 56 79 35 89 43 177 89 15 141
3 15 65 61 56 66 26 88 36 145 73 15 170
avg. 2132 69.67 64 55.32 72.69 30.38 88.5 39.08 177 89 16.33  186.66
tree rules supp conf Tift conv

(G) MAX(AMB_H) < THRESH1
v (D) MAX(EX_T4) < THRESH2

v/ M(EX_T4) > THRESH3
v/ (E) MAX(EX_T4) < THRESH4
v/ F : 364/403 0.1825 | 0.90 | 1.09 1.80
X MIN(AMB_T) > THRESHS5
vV F : 11/11 0.0050 | 1.00 | 1.21 Inf
X C:o0/16 0.0072 | 0.00 | 0.00 | 0.00
X ...
X C : 330/1610 0.7292 | 0.21 | 1.18 1.04
X F : 123/124 0.0562 | 0.99 | 1.20 | 21.57

Fig. 5 Decision tree t;. Three rules and paths with high confidence and/or support
are highlighted.
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(average of 45 leaves, compared with 118 in the previous round)
with lower precision and F1-score, but a much higher sensitivity
(average of 74%, compared with 51% in the previous round). The
second parametrization yields trees with higher specificity and
precision, namely, that perform better at detecting the absence of

a trip event. The different behavior obtained with different but
similar choices of s should be further investigated. From the first
and second parametrization, we select and consider the two trees
with highest sensitivity and precision, respectively, and denote
them as 7, and 7,. The rows relative to the two selected trees are

tree rules

supp. conf Ilift conv

(G) MAX(AMB_H) < THRESH6

v/ (D) MAX(EX_T4) < THRESH7
v (E) MIN(EX_T4) > THRESH8
v/ F : 362/398
X ...
X(0) C(AMB_T) > THRESH9
v/ MAX(AMB_T) < THRESH10
| v/(A) MIN(AMB_H) > THRESH11
| | | /(L) MAX(EX_T5) < THRESH12
v/ (B) M(SPEED) < THRESH13
{ v/ F : 137/158
X ...

X ...
X MIN(EX_T5) > THRESH14
v

X F : 25/25
X(A) MIN(AMB_H) > THRESH15

| | (L) MIN(SPEED) > THRESH16
v (D) MIN(SPEED) > THRESH17

/ C: 6/14
X ...
X C : 12/20

X MIN(AMB_H) > THRESH18
v/(E) MIN(AMB_H) > THRESH19
(B) MAX(AMB_T) < THRESH20

X F - '39/39
X{0) MIN(SPEED) > THRESH23
: 28/29

(B) MIN(EX_TS) > THRESH27
(A) MAX(SPEED) < THRESH28
/<L> MAX(SPEED) < THRESH29

v F
X .
X(B
v

X C : 10/36
X F : 59/61
F : 58/69
MIN(EX_T5) > THRESH30
AX

x(a
v
X

)
MAX(AMB_H) < THRESH31

v C: 22/22

X F : 16/16

MAX(EX_T4) < THRESH32

(A) MIN(AMB_H) > THRESH33
(E) MIN(AMB_T) > THRESH34
v/ C: 17/23

/ ¢ 14/15
N(EX T4) > THRESH40

MI
v/ MIN(EX_T4) > THRESH41
v/ MAX(AMB_T) < THRESH42

vV C: 17/36
X ...
X .

\/ : 10/30
X .

X F : 46/51

X .
X FM(AMB_T) < THRESHS1
./(E> MAX (AMB_H) < THRESH52

( > MAX(AMB_T) < THRESH53
v/ MIN(AMB_T) > THRESH54
v/ F : 48/50

X .

X .
XF : 62/62
X F : 119/119

v

| v C

‘ X(0) MIN(AMB_H) > THRESH35
|

X

v/ MIN(AMB_T) > THRESH43
v/ MIN(AMB_H) > THRESH44

X( ) MAX(AMB_T) < THRESH45

wi' N(EX_T4) > THRESH46

0.1803 0.91 1.10 1.92

0.0716 0.87 1.05 1.31

0.0113 1.00 1.21 Inf

0.0063 0.43 2.46 1.45
0.0091 0.60 3.45 2.07

0.0177 1.00 1.21 Inf
0.0131 0.97 1.17 5.04

0.0163 0.28 1.60 1.14
0.0276 0.97 1.17 5.30
0.0312 0.84 1.02 1.09

0.0100 1.00 5.75 Inf
0.0072 1.00 1.21 Inf

0.0104 0.74 4.25 3.17

0.0068 0.93 5.37 12.39

0.0163 0.47 2.72 1.57

0.0136 0.33 1.92 1.24
0.0231 0.90 1.09 1.77

0.0226 0.96 1.16 4.35

0.0281 1.00 1.21 Inf
0.0539 1.00 1.21 Inf

Fig. 6 Decision tree t,. Three rules and paths with high confidence and/or support

are highlighted.
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highlighted in bold in Table 5. Incidentally, both trees are
obtained by using turbine 2 for testing and turbine 1 and 3 for
training, but they cover different aspects of providing good classi-
fications. The two trees are displayed in textual and graphical
form in Figs. 5 and 6, respectively. Rows in the figures either cor-
respond to an inner decisional node, or to a leaf, where the test
instances are routed to and finally classified. Note that thresholds
have been made anonymous and denoted as THRESHI,
THRESH?2, etc., and that some uninteresting parts of the trees
have been ellipsed for a clearer presentation. Any tree leaf corre-
sponds to a classification rule for one of the two classes and can
be evaluated considering the number of instances routed to the
leaf n, the number of instances that the leaf correctly classifies c,
the total number of instances in the test set ¢, and the number of
instances that belong to that class, denoted here as 71,5, Where
class is either C or F. Recall from Table 2 that t=2208, with
tc=384 and tr=1824. Typical performance metrics for rule
extraction are support (Eq. (1)), confidence (Eq. (2)), lift (Eq. (3)),
and conviction (Eq. (4))

support = ; (1

. c
confidence = — 2)

n
lift = 3)

n - Lelass

1—1

conviction = —-c3% 4)

i

Focusing on t; (Fig. 5), a few considerations can be made.
First, there exists a simple rule () for excluding the case of class
C, that applies to about 5%—6% of the cases, which can be para-
phrased as if there is not an interval where the ambient air humid-
ity is lower than THRESH1, then the trip event is farther than 4 h
with a 99% confidence. Another interesting rule (r,) states that if
there exists an interval where the ambient air humidity is lower
than THRESHI, as well as another larger interval that contains
the first, where the exhaust temperature of thermocouple 4 is (i)
on average higher than THRESH3, but (ii) always less than
THRESH?2, and (iii) less than THRESH4 in the final part of the
interval, then the trip event is farther than 4h with a 90%

Dataset

confidence. This second rule is more articulated, and has a lower
confidence than the first. However, it covers 18% of the test
instances, and 364 out of 1824 test instances are correctly classi-
fied by this rule, which means that this rule is responsible for a 20
of the 28 percentage points of specificity (note that another 7
points are covered by ;). Rules similar to r; and r,, but with
higher confidence and slightly lower support were extracted when
using a different moving average filter; in fact, 7,, shown in Fig.
6, provides a variant of r; that uses a stricter threshold
(THRESHG) for the ambient air humidity and achieves 100% con-
fidence with a nearly equal support. Additionally, it provides a
variant r, that states that if there exists an interval where the ambi-
ent air humidity is lower than THRESHO6, as well as another
larger interval that contains the first, where the exhaust tempera-
ture of thermocouple 4 is (i) always less than THRESH?7, (ii) but
higher than THRESHS just before, and throughout, the whole
interval, then the trip event is farther than 4 h with a 91% confi-
dence. As for class C, 1, provides the following rule: if there
exists an interval where the ambient air humidity is lower than
THRESH]1, but there does not exist an interval satisfying the prop-
erties presented in r», then the trip event is closer than 4 h with a
21% confidence. The peculiarity of this rule lies in the fact that
330 out of 384 instances for C are correctly classified; this entails
that if a trip event is about to occur, it can be correctly predicted
86% of the time by solely applying this rule. While it is true that
further investigation on rules, their semantics, and their signifi-
cance is necessary, it is worth observing that, in this approach,
rules can work together even if they are extracted with different
processes and in different moments; each rule adds new informa-
tion, effectively improving the scalability of the whole system.

Applicability and Robustness

In order to highlight the ability of the presented method to deal
with new operational data, Fig. 7 presents a generalized workflow
for applying temporal decision trees to trip prediction tasks on
new gas turbines. The process starts with sensor data collection,
and proceeds to the synthesis of time series instances (each associ-
ated with a class label), that are then reduced by a statistical analy-
sis and feature selection step. The dataset is then used for training
temporal decision trees with different parametrizations. Finally, a
tree model can be synthesized by manual or automatic selection
of good rules, and it can be deployed as a trip event warning sys-
tem. As new data is collected, newer models can be trained and

Instance Label
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| | ———— C
TRIP TRIP TRIP R
Data ‘&@ F Feature
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Fig. 7 A workflow of the proposed method
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synthesized, making the process robust to changes in time (e.g.,
deterioration of a turbine’s inner component).

A different question concerns the robustness of the obtained
models; while a model deployed on a given turbine is expected to
yield higher performances when trained on data from the same
turbine, testing a model on data taken from an entirely different
environment allows one to estimate its generalization abilities. To
this end, we performed a final external test by applying both deci-
sion trees 7; and 7, on data from six different turbines located on
a different continent. The new dataset includes the recordings of
42 trip events, each with length of twenty-four hours. The
observed change in overall accuracy was from 38% to 43% and
from 75% to 65%, respectively. Interestingly, 7, decreases its sen-
sitivity from 87% to 75%, but the gained test accuracy is due to a
higher specificity, which increases from 28% to 36%, suggesting
that the rules for class F may be more compelling than expected.
As for 15, both sensitivity and specificity experience a decrease,
respectively from 56% to 36% and from 79% to 71%, but, at least
in the latter case, such a degradation of performance can be con-
sidered relatively contained. While more specific research must be
performed in order to assess the performance change for the single
rules, we can conclude that our results are a solid starting point
for further research toward Al-driven trip prediction.

Conclusions

In this paper, we considered several measurable gas path vari-
able data recorded in a fleet of four Siemens gas turbines located
worldwide, and previously used by the same authors in other
works, and approached the question of predicting a trip event. We
treated data as multivariate time sequences, where each sequence
is the recording of the selected variables during one hour of activ-
ity of a turbine, and we labeled each sequence with the amount of
time until the next trip event, to predict if a particular sequence,
corresponding to one hour of recording, or, more precisely, a par-
ticular time point, is far (more than 4 h) or close (less than 4 h) to
a possible trip event. We applied a new strategy and technique to
obtain our results; first, we designed a complex, but reproducible,
statistical analysis to identify the most informative variables and
the most informative statistical measures on such variables; then,
we asked the question of whether there is, in fact, a statistically
significant difference (in terms of the selected variables and meas-
ures) between the two cases (far or close to trip); finally, we
applied a novel machine learning technique, called temporal deci-
sion trees, to the resulting dataset. As a result, we identified five
variables that play an important role in trip prediction (air humid-
ity and temperature, rotational speed, plus the exhaust temperature
of two particular thermocouples), and we were able to extract a
classifier with an overall accuracy of 73% (which becomes
approximately 65% when the numerosity of the classes are taken
into account). We also identified one turbine that behaves, appa-
rently, in a clearly different way from the others, and, by exclud-
ing it, we extracted more precise classifiers in which we identified
interesting rules. We analyzed such rules (which have small sup-
port but very high confidence, over 90% in some cases) and we
concluded that they may provide interesting insights into the tur-
bines’ behavior, useful to design, at the very least, a warning sys-
tem that may supervise the everyday operations. Finally, the
applicability of our method to different environments has been
evaluated using data from a completely different fleet of turbines,
with promising results. As a continuation of this work, we plan on
applying the same methodology to data from sensors that measure
vibrations; in fact, it is known that excessive vibration levels can
lead to trip events, therefore we expect that this kind of data can
help improve the accuracy of the models.
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Nomenclature

AA = average accuracy
C = class close from the event
¢ = number of instances that a leaf correctly classifies
F = class far from the event
n = number of instances routed to a leaf
NPV = negative predictive value
OA = overall accuracy
PPV = positive predictive value
r= arule
s = window size for the moving average filter
t = number of instances in the test data set
(X) = a binary relation
T = a temporal decision tree
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